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Moderator:  Good morning and welcome to this Defense Writers Group on Human-Machine Collaboration and Teaming in National Security.  It’s timed to the release of an important new report from the Special Competitive Studies Project and the UK’s Royal United Services Institute for Defense and Security Studies.  Welcome, and thank you.

A special thanks to Tara Rigler of SCSP for helping in planning this discussion and to giving us an early copy of this important report.  I’ve had the honor of working with Tara ever since she was one of the very best senior press officers at the Pentagon in OSD/PA, and looking at Secretary Austin’s recent comms challenges, I think they need some of that professionalism back there, but that’s for a different Defense Writers Group. 
Our ground rule, as always, we’ll be on the record today.  You can record for accuracy and quotes, but please, no rebroadcast of audio or video.  If you want to ask a question just raise your chat hand or drop me a direct note.  We have a full hour, so I’m sure we’ll get to everybody.

Normally Defense Writers Group strategy is we’re a correspondents’ forum and I usually start by asking the first question, but because this report is incredibly thorough and thoughtful and detailed, I’m going to make my first question asking all four of our special guests to give just a one or two minute introduction to what they think are the top line headlines from the report, and then of course we’ll go around the room to correspondents.

So thank you all for coming.  First, to Ylber, please.

Mr. Bajraktari:  Good morning everybody, particularly for those of you down here from the East Coast.  It’s great to be here with you.  Thom, thank you so much for having us.  I’m Ylber Bajraktari, Senior Policy Advisor with SCSP focusing on defense and intelligence matters.  I appreciate the opportunity to discuss the report with you.

I’ll start by saying that what we endeavored to do were three things, really.  First was to look at how the character of conflict is changing, particularly mindful of what’s transpiring in the battlefield in Ukraine.  And then particularly with respect to the advent of technology and proliferation of unmanned systems in particular, and also the arrival on the stage of artificial intelligence.  That was the first question.
The second question we tried to address in the report is how can the US and British militaries take advantage of these technological changes to develop offsetting strategies, particularly for near peer adversaries.

Thirdly, we wanted to look at how can we continue to maintain some degree of interoperability and interchangeability between the US and British militaries.  So as these technologies advance, as new operational concepts are invented and designed, we wanted to make sure that the US and UK militaries proceed in lockstep.

So we were very fortunate to partner with RUSI and our colleagues from RUSI as we tried to address these three questions.

Moderator:  Thanks, Ylber.  This is kind of an interesting Defense Writers Group.  We do a lot of virtual but we rarely do collocated in Washington and London.  So it’s great to have that.

Next, Luke, if you would like to share some comments.

Mr. Vannurden:  Absolutely.  Thank you so much for having us this morning, Thom, and thank you all for being here.  I’m excited to share this morning here on the East Coast.

My name is Luke Vannurden.  I’m on the defense team at SCSP as a director.  I’ll just keep it brief.

I think as we saw in the report and as we laid out in the report, human-machine teaming and collaboration is going to be crucial for successes in contested environments going forward, and as we’re seeing play out in Ukraine.  Utilizing these technologies will hopefully allow US, UK and allied militaries to achieve better outcomes than the low end, the warfighter could achieve by themselves.
Really briefly, one of the main goals of this report was to really urge the US, UK and our allies and partners to scale the experimentation of these technologies, to best leverage them, like Ylber said, to develop offset strategies to our adversary military capabilities.  I’ll stop there.

Moderator:  Thanks so much.

Juliana, please.

Ms. Suess:  Thank you and good morning to the US.  My name is Juliana Suess and I’m the research [analyst] and policy lead for [inaudible] security [inaudible] team at RUSI.

I think a major takeaway for me, I look at technologies a lot on my job and I think sometimes there’s a tendency to see technology and sort of generally involved with technology as a sort of [roller] [inaudible] or this is going to solve problems 20 years down the line.  But I think the importance -- something that we’ve highlighted t as important is actually [inaudible] the strengths and the weaknesses of both machines and humans, and creating that mesh that brings out the best in both.  Also enabling the identification of bottlenecks.  Being able to free up [inaudible] for the tasks that we really do require humans for.  Thank you.

Moderator:  Sid?

Mr. Kaushal:  Hi.  Great to meet you all.  I’m Sid Kaushal, I’m the [research fellow] [inaudible] missile defense in the military science [inaudible] at RUSI.

So the three big take-homes from the report for me were -- first going back to the point that Ylber made about offset strategies.  A lot of what they’re offsetting is adversary approaches that were built over the last 30 years to [inaudible] centric ways of warfare.  A way of warfare that depends very much on having a persistent and well-developed network to maintain situational awareness.

What we’ve seen in Ukraine as precision more and more is something that actually erodes on the battlefield as adversaries find ways to degrade it, and so increasingly warfare will shift to where it’s prediction, and this is where a greater level of reliance -- not complete reliance, but greater levels of reliance on autonomy, on artificial intelligence, for things like classification but also designation in the final stages of various tactical actions that will become critical.

I think the second point we highlight is that Western systems today are built in a very hub and spoke way.  You know, processing happens at central nodes, CAOCS, for example, and those systems are inherently fragile.  And adversaries have understood this.  This is [central] to the approach to systems destruction warfare.  But improvements in processing power means that to a greater and greater extent key decisions and the processing of [inaudible] have been moved to the edge of networks.
I think a final point we’d make about our report is that as much as it’s about new technology, it’s also about industrial resilience and the capacity to expend resources at scale.  We’ve seen this in Ukraine.  Both Russia and Ukraine have had to expand a range of capabilities including things like UAVs at a scale that would prove quite difficult to match for many nations.

So as much as HMT and HMC are about shifting the ways in which Western battle networks operate, they’re also critical of [inaudible].  The story will also be generating the capacity to use capabilities at scale.
Moderator:  Thanks.  I’ll use the power of the chair to ask the first question.  

The point of the Defense Writers Group is to bring experts like you together with great national security correspondents to explain these complicated issues to a broader public.  And when you talk to that broader public on one hand they don’t realize that every time they listen to Spotify and get recommendations that Spotify knows they’ll like, that’s AI working.  It doesn’t frighten them.  On the other hand you have the Terminator movies that people think AI is going to end the human race as we know it.

You mentioned Ukraine.  Most people don’t know that the Patriot missile batteries already fielded from the US have AI because no human can possibly see an incoming data point and calculate fast enough whether it’s a missile or a civilian airliner.  So it’s already happening.

So can you give us a couple, two or three concrete examples drawn from your research in this report to better explain human-machine collaboration and teaming in national security.  What sorts of weapon systems, you mentioned networks and all that, but help us with some specifics.

Mr. Kaushal:  I can jump on that first.  So yeah, as you mentioned the use of AI in national security and in tactical roles is not exactly new, and automated capabilities have been a facet of warfighting for quite a long time.  You mentioned Patriot and other examples.  The average Arleigh Burke destroyer does have a full autonomous mode in the event that it’s facing the risk of saturation.
I think there are a few ways in which we’ve seen human-machine teaming leveraged, and we’re seeing it leveraged in battlefields today.

The first is in the context where it becomes increasingly difficult for a human actor to maintain persistent control over a capability, particularly if the links that allow him to do so are disrupted.  
In Ukraine, for example, we’ve seen the Russians increasingly leveraging AI with loitering munitions like the Lancet, using actually using very off-the-shelf commercial capabilities which means that even if the operator loses sort of connections with his munition in the final stage, he can actually still designate the target and usually do so on the basis of [inaudible].

Mr. Bajraktari:  Thom, I think there are two hot mikes.

Moderator:  Francoise, you’re on so you need to mute please.

Mr. Bajraktari:  And I believe A-U-S-A-C also has a hot mike.

Moderator:  Thank you, Ylber.
Mr. Kaushal:  You can see capabilities actually designated [inaudible] often on the basis of quite fragmentary data.  So that’s one way in which we can see the teaming of humans and machines being used to overcome the inherently fragmentary nature of how information is moved around the contemporary battlefield.

It's in a way we’ve seen sort of AI increasingly leveraged.  It’s [inaudible] false positives from [inaudible].  So you know, machine one predicts where machine learning has actually reached a considerable level of maturity and we can see applications in areas like for example air [inaudible] where one of the challenges is not actually having sufficiently good sensors.  We have sensors that have a great deal of fidelity for a very long time.  It’s about sifting the signal from the noise and allowing the human operator to do so.  Something that’s technically very tasking for the individuals in bulk, but when machine learning can considerably simplify the process and make certain capabilities which were previously thought too difficult to use, increasingly more tactically effective.
A final way I think we’re going to see human-machine collaboration leveraged to a greater degree is in the area of generating not necessarily sort of decisions, but courses of action that a commander can use on the battlefield.

I think this will be increasingly critical because what we’re seeing is in that fragmentary battlefield we’ve discussed commanders at lower and lower levels having to make decisions for larger and larger forces or numbers of enablers based on basically what you can locally communicate with who you can actually speak to.

That’s a stress, because usually the [inaudible] capacity to do this is held at higher echelons.  And one way in which AI can solve that bottleneck is by enabling commanders who don’t necessarily have large stocks at their disposal to generate courses of action and coordinate with sort of force elements that they can locally communicate with in a battlefield where persistent communication from the top down is probably never going to be likely, and that’s really a big lesson.
So really, I think in many ways the story of how AI and human-machine collaboration [inaudible] is now going to be used as very much one of navigating the fragments of the battlefield of the future.

Moderator:  That was fascinating, thank you.

Anybody else want to jump in here?

Mr. Bajraktari:  I’ll add just one more lay-down if I may.  I think Sid provided a great initial list of areas that we spotlighted.

The other one that we also tried to illuminate in the report is how can human-machine teaming help with generation of mass?  And it goes back to the notion of how can we develop offsetting strategies. 

So the question is how can the US and British militaries create sufficient mass particularly against militaries that may have a quantitative advantage in terms of number of personnel.  So that’s where we thought human-machine teaming can really come into play and how that, particularly if you’re talking about [al Kud] systems, they are relatively cheaper to produce and attritable, and how can you leverage those and how can you leverage the interaction and the relation to the human operators that would control them and the proliferation of these systems to generate mass and then to create confusion among our adversary and obviously create new operational openings in the course of your operations.  

So that’s another area I would emphasize that we tried to address in the report.

Moderator:  Thanks Ylber.

I’d like to follow up, but I want to go to the floor.  The first question is Sydney Freedberg of Breaking Defense.
DWG:  Thanks very much.  Sydney Freedberg from Breaking Defense.

I really got a lot out of the report.  It does the usual think tank thing of carefully concealing any original ideas in a thick layer of bureaucratic cliché, but there are some wonderfully produced turns of phrase there which I can probably trace to the RUSI side.

The thing I was particularly intrigued by and that Mr. Kaushal was addressing just a moment ago.  The report talks about the Chinese predilection towards using this new technology, AI, automation networking, to centralize control and then argues that the Anglo-American tradition, the Western tradition writ large, is, well we have our own mania for micro-management that tends to be more amenable towards bottom-up initiative and talks about some, DARPA takes warfare concepts, those ideas from self-organizing horizontally at low levels. 
The question I have is do we have any sense as this technology evolves, which of these approaches is actually better or more robust?  Does the technology actually lend itself towards the kind of centralization the Chinese want to do or because of these factors about deception and data poisoning, communications breakdown, chaos, deception.  Is the nature of war in the AI era one where decentralization and bottom-up initiatives is actually your best bet?

Mr. Kaushal:  I can jump on that because I think it’s a fascinating question.  
I guess my first observation would be that in a sense no new technology really lends itself to a specific way of warfare.  You think of something like the [tactical] point of view that it lends itself to a very in some ways initiative-driven sort of German way of warfare.  Driven around sort of ultra [inaudible] mission command.  And equally a very mass-based linear Soviet system was also able to leverage [inaudible] in quite different ways.
So to some extent I’d say the answer depends on context.

There is a perfectly coherent argument to be made that actually when you look at the proliferation of in particular ways of gathering ISR on the battlefield; when you look at the potential ways in which AI can solve communication bottlenecks and span of control bottlenecks; the Chinese vision that the all-empowered theater command can actually be made a much more efficient entity by leveraging these tools.  It’s perfectly valid.

I think the challenge the Chinese face in their approach is that it offers very few reversionary mechanisms in the context of failure and in the context of conscious adversary disruption which is almost a certainty when you predicate success [inaudible] system around centralized control.  We’ve seen this in Ukraine.  
Centralized control on the battlefield has been, was a major problem for the Russians early on in terms of maintaining rapidly moving [inaudible] cycles, for example, because everything had to be done through the district commanders.  It’s been a challenge at the tactical level as well.  Getting data from UAVs to batteries with [inaudible] struggled with because their command structure was quite ossified.
It's not that those sort of structures don’t work, and when everything goes right they can be quite lethal.  But I think the challenge those structures face is that they’re inherently vulnerable to a thinking adversary.  

So more and more I think when you think of the fundamentals of warfare, going to Clausewitz, characterized by [fog], friction, a degree of chaos.  It seems more likely than not to me that initiative necessarily needs to be pushed to the lower levels at the battlefield.  Given mutual efforts at disruption will inevitably end up being fragmented, and that’s where perhaps a system that uses AI to empower individuals at the lower level has considerable advantages.  But that’s a probabilistic rather than a deterministic bent, depending on how an organization changes the battlefield.  It can certainly do so in ways that play to the strengths of its own system and its own approach to warfare.

DWG:  The centralized approach may be terrifyingly efficient until something breaks, whereas the decentralized approach may not be as efficient in ideal circumstances, but adapts to normal chaos a lot better.

Mr. Kaushal:  Exactly.  Just going back to the Russian invasion plan.  Look, the Russian approach was highly effective in the Donbas in 2015.  And when you look at their invasion plan, if a few things go right for them, if [inaudible] goes right, which it almost does by, or it doesn’t by the slenderest of margins.  We could be talking about a very well executed war plan that was planned in a conventionally Russia way, in a highly centralized manner, with units at lower levels only getting quite short warning times.

The challenge is not that the centralized system doesn’t come up with a good plan or doesn’t coordinate everything quite efficiently, although in some ways they do face challenges in coordination.  The challenge the systems face is exactly what you said.  That they often lack reversionary mechanisms when things go wrong.  That’s where the decentralized system really starts to show its strengths.

But in a linear, well-prepared battle there’s going to be lessons and it’s going to have some pretty considerable advantages as well.

DWG:  Understood.  Thank you very much.

Moderator:  Ylber, Juliana, anything to add?

Mr. Bajraktari:  The only other point I would make here, Sid explained it very well, is that the argument we make in the paper is that compared to past offset strategies that we pursued where you could come up with a new technology that would provide certain advantages in the battle space.  And those advantages would last for years, sometimes decades.  In sort of a near peer contest, any technological solutions and innovations we may come up with will be much more short-lived than they have been historically, and therefore, really whether you manage to open an advantage vis-à-vis your near peer adversary really comes down to what Sid was talking about which is a woven network outperforms hierarchy.

So I think we came down on the side that a more democratized system, one in which it entrusts and empowers individuals stands a better chance of outperforming a much more rigid and hierarchical system in a context in which the technological evolution may be on par.

DWG:  Especially if you weaponize the [inaudible] of chaos, deception and so forth, data poisoning, you mentioned in the report.
Moderator:  Thanks.

Next is Ryan Lovelace of the Washington Times.

DWG:  Thanks so much.  I appreciate you taking my question.

You mentioned that technological advantages are going to be more short-lived.  The report mentioned something that I’m interested in talking about the West not necessarily enjoying obvious persistent tech advantage in AI autonomy and those things.

How do you assess the US and UK’s ability to know what adversaries are doing in AI research and development?  Will the West know if it does not have, if and when it doesn’t have a tech advantage in [inaudible] things before it gets used on the battlefield?
Mr. Bajraktari:  I can take a stab, and then my colleagues as well.  Thanks so much for joining and for the question.

It’s a great question, and honestly one that in our other writings at SCSP we have highlighted that it’s increasingly difficult to address.  For two reasons, really.

One is because increasingly the innovation is occurring outside the government.  The preponderance may still be happening in the US but it’s also international.  So historically, much of the technological innovation came out of government labs or government sponsored labs.  So that makes it particularly difficult to track these advances.  And obviously you can imagine how much more difficult it gets if these technological innovations are being pursued in foreign labs, particularly in hard target countries like China or Russia and other places.  So that’s the first thing.

The second thing is our intelligence community generally is oriented towards penalizing the advances of Red.  But they are as a matter of policy prohibited from looking at what the Blue capabilities are.  So ultimately you sort of end up in a scenario which you don’t really have good comprehensive net assessments of how do our capabilities stand against the Red?  That’s the second one.
I guess the third point I would make that makes it particularly difficult, to your question, which is these technologies change very rapidly.  You can see in Ukraine that the evolution of the technologies and their operational employment has been just very rapid in a very compressed timeline.  So you may be able to develop a snapshot at the commencement of hostilities, but they are, of course a few months later the picture may be completely different.

So it’s hard to come up with a good answer to your question.  But primarily I would say those three things are what may make it even more difficult to answer that particular question.

Ms. Suess:  If I may add something to that.  

I think technologies like AI can be much harder to track any potential developments.  And I think you have a similar problem in the realm of space where we can’t always go up and check and see what the latest technology is, what the newest iteration is.  And I think there, a benchmark we’ve been able to use is sort of seeing what is the commercial market able to leverage [inaudible] be able to see what does that potentially mean for our [inaudible] entities and what they’re able to field.  And what kind of technologies may have been able to be reverse engineered for example.
Mr. Kaushal:  A couple of points on the Chinese.  I suppose one [inaudible] measure by which we might get a sense of how advanced Chinese owning their [ADA] system is again, the civilian market for AI based tools as well as things like highly cited papers in the field of AI.  Of course that’s the [inaudible] variable because a country can be great at generating good research but very poor in leveraging it, and this was obviously the Soviet Union’s problem.  But it can be one measure.

The other very specific thing I talk about with the PLA is, if you look at their approach to procurement when it comes to kit, they usually would bring it to [inaudible] at one or two experimental types that they bought in one’s or two’s until they decided on a model that they thought was fit for purpose and then you see rapid scale serial production.  So the scale at which investment is occurring, whether it appears to be  seed funding experimental work or whether investment has occurred in scale for certain applications might be another good proxy measure of the PLA’s own confidence in a given capability.
Moderator:  Thanks.

Next is John Donnelly of CQ Roll Call.  

DWG:  Good morning, and good afternoon, as the case may be.  John Donnelly with Roll Call.

I hope you can help me sort of prioritize the to-do list here for Western governments.  Are there one or two things that you want to underscore that need to happen soon in order to do better in this environment that you’re talking about?  I’m thinking about legislation, forms of organization in our Defense Department for example.  Anything you would recommend along those lines?

You have a lot of recommendations in there, but I’m asking for your help in pulling out the no-kidding, here’s what needs to happen ASAP type things.

Mr. Bajraktari:  Sorry, I missed the last part.

DWG:  The question is for whoever wants to take it, I’m sorry I didn’t direct it to anybody.

Mr. Bajraktari:  No worries.  Thank you so much for joining, John.
I would say I think in my mind there are sort of two areas that are really in need of quick and urgent action.  First is I think to figure out how do we incorporate uncrewed systems into our military’s [SKL] [inaudible] as rapidly as possible, and in a sustained fashion.  Because the capabilities you may acquire now may not be good six months from now or twelve months from now.  So figure out how do we develop that pipeline that brings those systems into the US military.

And then the second-person question is, how do we think holistically?  It’s not just a matter of acquiring these capabilities and the technology, but we have to think about what does that mean from a [force] design perspective for people?  What does that mean for the procurement?  What does that mean for doctrine and how that needs to evolve on the part of the US military.  

So I would say those are the two categories in my mind that I think are in most urgent need of action right now.

DWG:  Anyone else want to weigh in?
Mr. Kaushal:  I’d second the point about doctrine in particular, because I think it’s very easy for a new technology to mean all things to all people.  And if we’re [inaudible] previous successful at defense reform in the past then it’s like the second offset.  One of the things that drove their success in a very focused way was they were laser-focus on a specific operational problem so the precision of evolution, it was the Soviets’ second echelon in Central Europe.  So I think there’s real value here in specifying the problem that a given piece of technology can solve.  Otherwise a range of quite interesting experimental ideas can proliferate through a system that becomes very difficult to coordinate or scale in a meaningful way.
DWG:  If I may ask just one other question to help me understand the report.  I’m not 100 percent clear on the difference between collaboration and teaming.  It sounds like collaboration is more about decision-making and analysis, and teaming seems to be more in the physical space.  But can you help me help my readers understand the difference?

Mr. Kaushal:  I think that actually captures it really well.  Collaboration is very much about solving complex tasks, at least as we define it in the report.  Whereas teaming is very much about physical, tactical tasks such as gathering ISR or potentially engaging a target.  So that distinction you make is exactly [what we do in the report].

DWG:  And when we talk about machines in the context of this report are we mostly or almost entirely talking about AI?  Are machine and AI synonymous in this context?  Or are some of the machines not AI?

Mr. Kaushal:  To a great extent the two overlap.  At least to the extent that most of the machines we’re talking about in this context leverage AI to a certain extent.  Yeah.

DWG:  Thank you.  Thank you very much.

Moderator:  Thanks, John.

I’ll use the power of the chair for a quick clarification.  A couple of weeks back we were honored to host at Defense Writers Group Kathleen Hicks, the Deputy Defense Secretary.  She, of course, was pushing her new marque program, the Replicator, which envisions overwhelming numbers of cheap drones over the Taiwan Straits to both befuddle China, to gather information, target acquisition, and just overwhelm Chinese defenses or abilities.  It that, dare I say, a textbook example of what you all are talking about?

Mr. Kaushal:  Yeah, I think there’s considerable overlap there between what’s being described under the aegis of the Replicator program and what we’re talking about.

In any context where it’s discussed there will be certain tradeoffs involved.  The fact that actually expendable capabilities are actually vulnerable to systematic failure which Ylber pointed out.  You know, once an adversary gets a measure of [inaudible], you see in Ukraine the time from the introduction of the capability to the point where there are systematic failures often, you know, it’s going to be measured in weeks.  So traceability and fast replaceability -- how fast the capability can be replaced with an updated system of the same variety will be a major factor here.

I think another question will be tradeoffs between cost and sophistication and payload because the more one makes a capability [inaudible] and to be survivable in a military environment, the more useful it is.  In a lot of ways it’s [the warfighter], but also the higher the cost becomes.  So finding that right price point between something that’s expendable and sufficiently survivable in the military environment will be I think a major decision point in the Replicator program.
I think the third question that they’re probably going to have to look at is civil/military synergies.  When you look at a lot of the drones, at least the short range quadcopters that are being used in Ukraine, things like the [inaudible].  They’re actually both Chinese made.  The question -- and that’s because the Chinese were able to scale domestic production in that case very quickly and that means they also represent now a bottleneck of something that’s being repurposed for military functions by both combatants.
So creating synergies between the civilian sectors that use some of these technologies and the military I think will be critical to ensure scalability.  So I think those are some of the key challenges that the Replicator program will have and everyone responsible for it will have to grapple with as they move towards the [inaudible] [solution].  But the process has a lot of overlap between what the Secretary discussed and what we do in our report.

Moderator:  Thanks so much. 

Part of what the DWG does is work with the next generation of national security officials so the next question goes to a guest, a graduate student at the Elliott School here at GW.  Samuel Pearson.

Mr. Pearson:  Thanks very much, and I really want to say first, before I get to my question, I really enjoyed reading the report.  The thing I often find when talking about UK defense policy is that that [inaudible] approach to technology, that it’s not going to solve all the problems everywhere all the time.  So it’s really refreshing, actually, to see someone grapple meaningfully with what specifically this means.
To that end I’d really ask about the unmanned component we’re going to be [inaudible] fighting this force of the future.  A lot of the current issues we have is the change really is [manning] the sustainment and production and maintenance of these unmanned systems so I was curious as to kind of what policy recommendations, or how would you see that circle being squared in that environment, if that makes sense.

Mr. Kaushal:  That’s a challenge.  [Inaudible] systems, you’re looking at up to 30 or 40 [inaudible] or more to keep it in the air and that represents a real challenge because you’re just shifting the manpower burden to a different part of the battlefield.

I think one aspect of the question will be the question of expendability.  To the extent that one expects a system to not be survivable over the duration of the protracted conflict, it significantly reduces the requirements in terms of things like maintenance.

I think another aspect will be the question of to what degree can one rely on synergies with the commercial sector and commercial off-the-shelf capabilities because that represents another win which one can draw on in systems at scale without necessarily creating [inaudible] as the weaker system within defense to both generate and maintain these systems.  Which, as you rightly point out, can simply sort of displace the problem to [inaudible]. 
Ms. Suess:  I just want to add, this is unique to our report but also generally we’ve seen this elsewhere.  For example, Afghanistan [inaudible] were brought in, and we’ve seen they have to be maintained by civilians rather than by soldiers which obviously makes a whole other set of questions [inaudible] protections of those civilians but also their potential [inaudible].  
Mr. Pearson:  If I’m allowed a quick follow-up actually to that last point, one of the points in Afghanistan was when we pulled out our actual fighters or soldiers and left the contractors in place to provide maintenance support to the Afghan military, that left them very dependent on that capability.  So what were the implications of this expansion on land and AI systems for security force assistance in other parts of the world?

Mr. Kaushal:  That’s a good question.

One example, though we’re not really talking about AI per se, but certainly unmanned systems is the way in which the IRTC was able to enable the Houthis to build up a precision strike capability.  The primary bottlenecks were advisors and in particular in the manufacturing phase of certain components.  That actually ended up being in some ways a considerable force multiplier for the Iranians, with a quite small manpower investment they created quite a lot of leverage over this movement which ends up being extremely strategically valuable to them.
One way one might think about this is if cheap attritable systems make things like area denial much more difficult in certain stretches of [inaudible] geography, let’s say the South China Sea, and is [inaudible] a lot of [departments].  One may be assisting on status quo.  It might act as a sort of force multiplier for security force systems because actually this is a way to enable status quo [partners] to achieve defensive goals sort of on the cheap, relatively speaking.

On the other hand, you’re right.  Human capital becomes a bit of a bottleneck in terms of capability for the department.  I guess one could argue that’s true almost irrespective of the capability one is describing.  So that applies very much across the spectrum.

Mr. Pearson:  Thanks very much.  That makes a lot of sense.  I appreciate you taking the question.  Thank you.

Moderator:  Sydney wants a round two.  If anyone else wants a question, just raise your hand.

DWG:  I’m supposed to be a tech reporter and I still can’t get my video to turn on the first time I click it.
To follow up on our discussion earlier, one thing that strikes me -- and the report dives into this in a few places.  It’s tantalizing and I sort of wanted to get the quiet parts out loud.  It talks about use of deception, data poisoning, hiding in plain sight.  If you give up on being able to be unseen by ubiquitous surveillance but you confuse the surveillance algorithms so they don’t realize we’re there, even though they’re physically detecting you.  And in the context of well, centralized systems may not degrade gracefully.

It sounds like the implication there is what the West needs to do to prevail in this kind of conflict is to weaponize chaos.  That war inherently has fog and friction and chaos, but that against a system like China’s that’s highly centralized, what you actually want to do is make the situation as foggy and full of friction and chaotic as possible on the basis that your kids [inaudible] democracy, and without a commissar or political officer looking over their shoulders, are going to do better in that kind of situation than their kids who grew up trying to toe the party line. 
Is that a reasonable implication to draw from your work?  Or am I going a little too far?

Mr. Kaushal:  I think that’s very reasonable, and interestingly, the Chinese themselves seem to believe this.  When you look at their own writing about this, there’s [inaudible] in their offices in particular.  You know, what they call the five incapables, the five areas where they feel there are still considerable deficiencies.  One of them is the ability of officers lower down in the ranks to operate on the conditions of uncertainty and fog and friction.  So I think that’s an absolutely valid observation.
I think the second area in terms of the data poisoning question is that an indication of this will be that deception and efforts to introduce chaos into an opponent’s system seems to be purely a primarily warfighting function and actually might become more of a question of peacetime campaigning as well.  Because actually in order to poison the system you need years of lead time.

A way in which the Chinese sort of tend to operate, could offer opportunities here.  They write often about this idea of using the enemy to train their own forces.  What we think of as gray zone activity, pushing against air defense identification zones, it has a core function but it’s also a way for them to stress-test their own force structure and their own officers against adversary forces.  

That presumably also creates opportunities to feed incorrect lessons into their system.
So I think you're right.  There are considerable advantages to introducing a degree of chaos against a system that’s not well geared to deal with it and that might apply both to warfighting but also to deterrence if the people who make up that system are aware that that’s a deficiency for them.

Also I’d say that that cost of deception might be sort of a standing campaigning function across the peace/war spectrum, rather than just something you do sort of [inaudible] bang.

Mr. Bajraktari:  If I may also add.  I think you put it really well in your question.  The only I think amendment I would offer is I think the idea will be to create as chaotic an environment as possible for your adversary, but then on your side, leverage technology to as much as possible sift through that chaos.

So just a slight nuance I think in how you summarized it.

DWG:  Understood.  But if something makes it worse for both sides, it actually is better for the side that degrades more gracefully.  So in some cases it’s actually better to shoot out the lights and fight in the dark.

Mr. Kaushal:  Yeah, especially if you have on the one hand the human capital to do so and on the other hand the technological capital to ensure that those human beings are not just over-burdened by the administrative difficulties that maintaining a span of control that the [inaudible] system entails.  I think that’s where you have the teaming of human capital, and things like AI can prove especially useful.

Moderator:  I don’t see any other questions and we are inside the quarter hour.

Before we wrap up, just a couple of things.  First of all, Evie Schumann from the Carnegie Corporation of New York has joined us.  Thanks to the Corporation, Evie, because without your generous grant to us we could not do any of our work.  So thank you so much.

And I know that Tara Rigler from SCSP wanted to make a quick comment.
Ms. Rigler:  Good morning.  Thank you, Thom, and thank you all for joining us today.

I just want to flag for you that we did announce this past week registration is open for our first-ever AI Expo for National Competitiveness which is May 7th and 8th at the Washington Convention Center.

Concurrently with that we’ll have our second Ash Carter Exchange.  I know many of you attended last time.  We’d love to see you all there.

Just visit our website at www.SCSP.ai to register.  We will have additional details on speakers as we confirm them.  But as always, I can promise an exciting lineup.  We don’t do [inaudible], that’s for sure. 

And also too, the exhibit which will be the entire exhibit floor, the second floor, we’re aiming to have over 200 exhibitors.  So it’s an opportunity to meet with leading companies doing all types of AI technology whether it’s national security focus and others.  As Thom said earlier, AI is in everything.  I think it’s important for us to acknowledge that it’s in everything from energy to our phones.  It’s very important for national security.

That’s all I have.  Thanks so much, Thom.

Moderator:  Thanks Tara.

For the record, this is the third time that we’ve collaborated with SCSP so please do thank Dr. Eric Schmidt and Bob Work who were our initial guests when you all first rolled it out.

With a couple of minutes left I would invite each of our four guests to close with any final comments.

Ylber?

Mr. Bajraktari:  Thank you so much, Thom.  I really appreciate the opportunity to be with all of you this morning.  I honestly learn a lot from you, both from your writings and the questions.  So I really appreciate the opportunity and look forward to any future opportunities to collaborate.

Moderator:  Thanks.  Luke?

Mr. Vannurden:  Thank you so much, Thom, for having us this morning and thank you all for joining and listening to us about our report.  Enjoy your weekend.

Moderator:  Juliana?

Ms. Suess:  Just joining my colleagues in thanking you for joining us.  If there are any remaining questions, our emails are publicly displayed on the RUSI website.  Any further questions, we’ll be happy to go into more details.
Moderator:  Great.  Sid?

Mr. Kaushal:  I’d just like to reiterate what everyone said.  And thank you, Thom, for chairing us so expertly.  And thank you to everyone today both for joining us and for your very insightful questions.  

Moderator:  I always love these sessions where I am smarter than when I started.  So again, thanks to our guests, thanks to all of the smart questions that came up.  And Evy, thanks so much to the corporation.

Have a great weekend everybody.
# # # #
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